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ABSTRACT

To generate large-scale meshes with highly stretched elements for complex geometries, we propose a distributed
parallel Newton-GMRES penalty solver. For each non-linear iteration, we solve a pre-conditioned sparse linear
problem. To choose the parallel pre-conditioner, we compare an algebraic multi-grid implementation with a restricted
additive Schwarz domain decomposition with one level of overlap and local problems approximated with symmetric
successive over-relaxation. We show that domain decomposition is faster and more energy efficient. Furthermore, to
accelerate the penalty based solver, we propose a novel p-continuation technique with two unique features. First, it
has an early termination criterion to stop the optimization of the initial polynomial degrees. Second, it estimates
the initial penalty parameter for each polynomial degree. We conclude that this continuation can reduce four times
(eight times) the wall clock time (energy per core) required to curve a whole boundary layer quartic mesh using the
chosen domain decomposition.
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1. INTRODUCTION

Curved high-order meshes are required for unstruc-
tured high-order methods to keep their advantages
[1–5]. These advantages come in the form of geometric
flexibility, high accuracy, and low numerical dissipa-
tion and dispersion. High-order methods feature ex-
ponential convergence rates and therefore, they have
been proven to be faster than low-order methods in
several applications [6–14], especially in those prob-
lems where an implicit solver is required [15].

Usually, to generate a curved high-order mesh an a
posteriori approach is used [16–26]. First, a linear
mesh with elements of the desired shape and size is
generated, and then, the mesh boundary is curved
to match the target geometry. This step may intro-
duce low-quality and inverted elements that have to
be repaired using a high-order mesh curving technique.
There are several manners to formulate the mesh curv-
ing problem: PDE-based methods like solid mechanics
analogies [21, 24, 27–30] or the Winslow equation [25],

and optimization-based methods [23, 31–34]. How-
ever, none of these methods can run in a distributed
parallel environment while taking into account vir-
tual geometry to generate large curved high-order
meshes of complex domains, as we detail in Section
2. This capability, is critical to perform in parallel
unsteady (fine graded meshes) or steady state (fine
meshes with stretched elements) flow simulations for
large Reynolds numbers with unstructured high-order
methods.

To generate fine graded and stretched curved high-
order meshes in parallel, we parallelize a high-order
mesh curving formulation that takes into account vir-
tual geometry [35]. The previous method poses the
mesh curving problem as a constrained optimization
problem in which the mesh distortion is minimized
constrained to a non-linear boundary condition. This
non-linear constraint allows different types of bound-
ary conditions such as fixed boundary nodes, nodes
sliding on the geometry, and nodes sliding on top of



virtual entities. The constrained optimization is solved
using a penalty method in which the boundary condi-
tion is introduced into the objective function using a
penalty parameter. Then, several optimization prob-
lems are solved while increasing the penalty parameter
to enforce the boundary condition. he optimization
process is devised to favor that at each optimization
step, a valid mesh is deformed to a valid mesh. To
this end, two main ingredients have been considered.
The first one is a functional that penalizes inverted ele-
ments by taking an infinite value. The second ingredi-
ent is a backtracking line search to Newton’s method.
Thus, if a Newton full step were deforming a valid
mesh to an invalid mesh, leading to an infinite value
of the functional, the backtracking line-search would
decrease the step length until a valid mesh is obtained,
leading to a finite value.

To solve the large linear problems arising in the
global optimization of large curved high-order meshes,
we need a pre-conditioned distributed parallel lin-
ear solver. The pre-conditioner is required since fine
graded meshes with highly stretched elements hamper
the condition number of the linear systems. The dis-
tributed parallel linear solver allows accommodating
the large linear systems across the memory of differ-
ent machines.

To select the parallel pre-conditioner, we have to con-
sider the influence of the number of elements, element
stretching, and the number of cores used by the linear
solver. This consideration is so since when higher is
the number of elements and their stretching more ill-
conditioned is the linear system and thus, greater is
the number of linear iterations. Moreover, increasing
the number of cores might reduce the capacity of the
parallel pre-conditioner to propagate the information
across the mesh boundaries.

The first contribution of this work focuses on the se-
lection of pre-conditioners for the linear problems that
arise during the curving of high-order meshes. We con-
sider two pre-conditioners, and we compare the time
to solve the linear problems, the number of iterations
of the linear solvers, and the energy consumption to
generate the high-order curved mesh. As the method
uses more computational resources during more time,
the economic cost of generating the high-order mesh
also increases. Therefore, it is important to devise effi-
cient mesh curving methods in terms of computational
resources like time and memory. This consideration is
especially important when curving large-scale meshes
in supercomputers where the computational resources
are directly translated into energy consumption and
economic costs.

In the second contribution, we develop a p-
continuation technique to increase the robustness and
computational efficiency of the mesh curving process.

The main idea is to use the converged solution of a
given polynomial degree as the initial condition for
the next polynomial degree. Thus, the p-continuation
technique can be interpreted as a methodology to com-
pute the initial condition for the final polynomial de-
gree.

We propose two unique features in the p-continuation
technique to reduce the number of linear and non-
linear problems to solve, and to improve the robustness
of the optimization. The first novelty is to introduce
an early-termination criterion to finalize the optimiza-
tion of the initial polynomial degrees. Using this crite-
rion, we avoid solving additional non-linear problems,
and therefore, the use of computational resources is
reduced. The second novelty is to estimate the value
of the penalty parameter in the first iteration of each
polynomial degree. The value of the penalty parame-
ter is critical to converge the mesh curving process. If
the penalty parameter is too high, the linear problems
become more difficult, and the linear solver may not
be able to solve the linear problem.

The rest of the paper is structured as follows. Sec-
tion 2 reviews the literature related to the presented
work. Section 3 presents the formulation of the pro-
posed high order mesh curving methodology. Section
4 presents several examples to show the capabilities of
the proposed formulation. Finally, Section 5 details
the conclusions of this work.

2. RELATED WORK

Mesh curving methods can be divided into global and
local methods. Global methods move all the nodes
at the same time, while local methods move one node
at a time. Global methods can be further divided into
implicit methods that need to solve a sparse linear sys-
tem, and explicit methods that move the nodes using
an explicit formula. Note that herein, global (local)
methods do not refer to obtain the global (local) min-
imum of an objective function.

One of the main bottlenecks in global implicit meth-
ods is the solution of a sparse linear problem to re-
locate all the mesh nodes at the same time. There-
fore, efficient sparse linear solvers and pre-conditioners
are necessary to curve high-order meshes composed
of a large number of elements. In several works, the
linear systems are solved using sparse direct solvers
for morphing linear meshes [36], and curving high-
order meshes [29, 37]. Nevertheless, when the num-
ber of elements in the mesh increases, it is neces-
sary to use iterative solvers. In general, the linear
problems are solved either with MINRES, GMRES or
conjugated gradients [25, 34, 38–40]. To improve the
computational efficiency, the linear problems can be
pre-conditioned in different manners. For instance,



diagonal pre-conditioners [38], incomplete factoriza-
tions [25, 39], or especially designed pre-conditioners
for the mesh curving problem [41]. Global methods
need to assemble a sparse matrix and solve the associ-
ated linear problem. Therefore, the parallelization of
these methods need to assemble the matrix in paral-
lel and apply a parallel sparse iterative linear solver,
see [34,35,40].

To avoid solving a sparse linear system, reference [42]
relocates the nodes using a first order steepest descent
minimization method. That is, the method relocates
the nodes using a multiple of the objective function
gradient. Although the convergence rate is lower than
using Newton’s method, the iterations are performed
faster and the memory requirements are reduced.

Instead of solving a fully coupled linear problem to
move all the nodes at the same time, local approaches
move one node at a time. This approach is both ap-
plied for linear meshes [43, 44] and high-order meshes
[22,26,45]. Although the local approach uses less mem-
ory and each iteration is faster than in the global ap-
proach, the convergence rate to the optimal solution
can be hampered. In local approaches, nodes that
do not belong to the same element can be relocated
at the same time. Thus, several authors propose to
color the nodes of the mesh in such a manner that
nodes of the same color can be relocated at the same
time [26, 43, 44]. Moreover, in [44], they propose a
mesh partitioning method to ensure that the cost to
relocate the nodes in each sub-domain is roughly the
same.

In the proposed work, we propose a distributed mem-
ory implementation that moves all the nodes at the
same time. To accomplish this, we solve a sparse linear
system of equations derived from Newton’s method.
Therefore, we expect faster convergence rates than
first-order methods or local methods.

3. PARALLEL MESH CURVING SOLVER

We first briefly summarize the proposed mesh curving
solver and non-linear solver, as presented in [35], and
then introduce the new p-continuation technique to in-
crease the robustness and the efficiency of the method.

3.1 Mesh Curving Problem

Given an initial linear mesh, MI , we want to char-
acterize a curved high-order one, MP , in terms of a
diffeomorphism φ∗ [45, 46]. The optimal diffeomor-
phism presents optimal point-wise distortion, and sat-
isfies a prescribed boundary condition. That is, φ∗ is

the minimizer of

min
φ∈V

E(φ) = ‖Mφ‖2

subject to:

Tφ = gD(Tφ), (1)

where T is the trace operator, gD(Tφ) is a non-linear
Dirichlet boundary condition on ∂MI that depends
on the values of φ, and

Mφ(y) = η(Dφ(y)) =
‖Dφ(y)‖2

nσ0(Dφ(y))2/n

is a regularized point-wise distortion measure [23] de-
fined in terms of the shape distortion measure for lin-
ear simplices [47], where ‖·‖ is the Frobenius norm for
matrices, and

σ0 =
1

2
(σ + |σ|) , (2)

being σ(·) the determinant function. The regularized
distortion measure takes a value of infinity when the
determinant is negative or equal to zero, and takes
finite values when the determinant is positive.

The non-linear boundary condition allows integrating
a geometric model in the mesh curving process. In
this work, we define the boundary condition as

gD(Tφ) =

Nb∑
i=1

Π(xi)N
b
i , (3)

where xi are the coordinates of the mesh nodes, Nb is
the number of boundary nodes, {Nb}i=1,...,Nb is a La-
grangian basis of shape functions continuous between
adjacent boundary faces, and Π(·) is a geometric or-
thogonal projection onto the CAD model. The bound-
ary condition can be interpreted as in interpolation of
the geometric model, in which the interpolation points
are the projection of the boundary nodes. This bound-
ary condition is non-linear and depends on the orthog-
onal projection of the boundary nodes.

3.2 Mesh Curving Non-Linear Solver

To solve the constrained optimization problem in (1),
we use a penalty approach, see [48], in which we intro-
duce the boundary constraint into the objective func-
tion in a weak sense as follows

min
φ∈V

Eµ(φ) =
E(φ)

‖1‖2M
I

+ µ
‖Tφ− gD(Tφ)‖2∂M

I

‖1‖2∂M
I

, (4)

where µ is a penalty parameter that enforces the va-
lidity of the constraint when it tends to infinity. We
have introduced the measures of the initial mesh and
its boundary in order to balance the two contributions
of the new functional.



The main idea is to solve several unconstrained opti-
mization problems with increasing penalty parameter
in order to enforce the boundary condition. Never-
theless, the boundary condition depends on the actual
solution of the problem. Thus, we apply a fixed-point
iteration as

gkD = gD
(
Tφk

)
,

φk+1 = arg min
φ∈V

Eµ
(
φ;gkD

)
,

being k the k-th iteration of the proposed fixed-point
solver.

We optimize each non-linear problem of the pro-
posed penalty method using a backtracking line-search
method in which the advancing direction is computed
using Newton’s method and the step-length is set us-
ing the Armijo’s rule, see [48] for more details.

3.3 p-Continuation Technique

To improve the robustness of the proposed solver and
to compute an initial condition for the non-linear
solver, we propose to apply a p-continuation technique.
Instead of directly computing the optimal mesh for a
given polynomial degree, we iterate through the poly-
nomial degrees and optimize them. The initial condi-
tion for each polynomial degree is the optimized mesh
of the previous one. There are two main new contri-
butions in our p-continuation technique.

The first contribution is an early termination crite-
rion to stop the optimization of the initial polynomial
degrees. The proposed early termination criterion re-
duces the computational cost of the full optimization
process. To this end, we consider the mesh of the
current polynomial degree, φp, and let φp+1 be the
interpolation of φp using element-wise polynomials of
degree p+1. The early termination criterion is defined
using the boundary condition error of both meshes as

α ‖Tφp − gD(Tφp)‖ <
∥∥Tφp+1 − gD

(
Tφp+1)∥∥ .

(5)
That is, the optimization process of the current poly-
nomial degree is finished when the error of the bound-
ary condition is comparable to the error of the bound-
ary condition of the next polynomial degree. In this
work, we take α = 2.

The second contribution is the calculation of the initial
penalty parameter for the optimization of each poly-
nomial degree. A correct value of the penalty parame-
ter facilitates the solution of the linear and non-linear
problems and therefore, increases the robustness of the
optimization process. For a sufficiently large penalty
parameter, after optimizing the functional in Equa-
tion (4), the Lagrange multipliers of the associated

constraint are approximated as

λp ' −2µp
‖Tφp − gD(Tφp)‖

‖1‖∂M
I

. (6)

When the early termination criteria is satisfied, we in-
terpolate φp using polynomials of degree p + 1, and
compute the associated boundary condition of φp+1.
Assuming that the associated Lagrange multipliers ap-
proximated using Equation (6) are similar for both
polynomial degrees, we consider

λp = λp+1.

Therefore, we obtain that

µp+1 = µp
‖Tφp − gD(Tφp)‖

‖Tφp+1 − gD(Tφp+1)‖ . (7)

3.4 Parallel Pre-Conditioned Linear Solver

At each iteration of the non-linear solver we solve
the following linear system derived from Newton’s
method:

HEµ(u)δu = −∇Eµ(u)

Since in this work we are dealing with large-scale
meshes, we assemble and solve the linear system in
a parallel framework. We use the FEniCS software to
automatically generate the derivative expressions re-
quired to evaluate the Hessian and the gradient. Since
we solve this problem in parallel, we need to distribute
the mesh elements and degrees of freedom. To this
end, we use the ParMETIS library. The resulting dis-
tribution allows computing the element contributions
in a distributed manner. Specifically, we use the FEn-
iCS software, where each elemental contribution to the
residual and the residual Jacobian are computed in
parallel. To this end, non-blocking communication is
performed to communicate to send and receive the re-
quired data from adjacent processors. Then the contri-
butions of the inner processor elements are computed
and overlapped with the previously non-blocking com-
munication. Then, the contributions from the pro-
cessor boundary elements are computed. Finally, the
residual and the residual Jacobian are assembled.

We have used the linear solvers and pre-conditioners
implemented in the PETSc library [49]. We solve the
linear systems using a GMRES method restarted ev-
ery 20 iterations. To accelerate the convergence of the
linear solver, we consider two pre-conditioners. The
first one is a restricted additive Schwarz method with
one overlap level. The local problems are approxi-
mated using two iterations of a symmetric successive
over-relaxation method with ω = 1. The second pre-
conditioner is an algebraic multi-grid method in which
the coarsest level is solved using an LU decomposition.
The number of coarsening levels is automatically com-
puted by the PETSc implementation.



3.5 Algorithm Description

Algorithm 1 describes the proposed penalty method
with p-continuation technique for mesh curving. The
input of the algorithm is an initial linear meshMI , the
final polynomial degree, pmax, and the required toler-
ances for the boundary condition and the non-linear
problem, ε∗ and ω∗, respectively. In Lines 2–4, we
set the initial polynomial degree, and we initialize the
quadratic mesh, φ2, to the identity mapping. That
is, we introduce the additional nodes on the edges of
the mesh, and we keep the straight-edged elements.
The identity mapping is optimal with respect of the
mesh quality however, it does not satisfy the bound-
ary condition. The initial penalty parameter is set
to 10. In Line 5 we start the p-continuation loop, in
which we iterate through all the polynomial degrees.
Then, in Line 7, we start the penalty method for the
given polynomial degree. In Lines 8 and 9 we perform
the fixed-point iteration. First, we update the bound-
ary condition and then, we optimize the functional in
Equation 4 to compute the new approximation of the
optimal mesh. In Lines 10–16 we select the conver-
gence criterion according to the current polynomial
degree. If the convergence check passes and we are
optimizing the last polynomial degree, the algorithm
ends, Line 19. If the convergence check passes and we
are not in the last polynomial degree, we compute the
new penalty parameter, Line 21, according to Equa-
tion (7), and we perform the optimization of the next
polynomial degree. If the convergence check fails, Line
24, we increase the penalty parameter and tighten the
tolerances.

4. EXAMPLES

This section presents several examples that show the
capabilities of the presented high-order mesh curving
method. Specifically, we show two three-dimensional
weak scaling examples, and a large-scale example of a
complex geometry with boundary layer.

To generate the initial linear meshes, we have used
Pointwise [50]. The mesh curving solver has been im-
plemented in Python [51] using the FEniCS [52] and
the petsc4py [49] libraries. To project the boundary
high-order nodes we have used both the geode [53] and
the Open CASCADE [54] libraries interfaced with an
in-house python wrapper developed using swig [55].

The optimization process has been performed in
the MareNostrum4 super-computer located at the
Barcelona Supercomputing Center. It is composed of
3456 nodes, connected using an Intel Omni-Path net-
work. Each node contains two Intel Xeon Platinum
8160 CPU with 24 cores, each at 2.10 GHz, and 96
GB of RAM memory. To obtain the total energy con-
sumed by all tasks of the optimization job, we have

Algorithm 1
p-continuation penalty method for mesh curving.

Input: MI , pmax, ε∗, ω∗

Output: Mapping φp

1: function meshOptimization

. Variable initialization
2: p← 2
3: φp ← Id
4: µ← 10, m← 10, α← 2

. p-continuation loop
5: for p ∈ 2, . . . , pmax do
6: conv ← false

. Penalty method loop
7: while not conv do

. Fixed-point iteration
8: gpD ← gD(Tφp)
9: φp ← optimize(Eµ(φp,gpD), ω)

. Convergence criterion
10: if p = pmax then

. Convergence criterion for pmax

11: conv ← ‖φp − gpD‖ < ε∗ and∥∥∇Eµ(φp,gpD)
∥∥ < ω∗

12: else

. Early termination criterion
13: φp+1 ← interpolate(φp)
14: gp+1

D ← gD
(
Tφp+1

)
15: conv ←

α ‖Tφp − gpD‖ <
∥∥Tφp+1 − gp+1

D

∥∥
16: end if

. Check convergence
17: if conv then
18: if p = pmax then

. Algorithm has finished
19: return φp

20: else

. µ calculation for next q

21: µ← µ
‖φp−g

p
D‖

‖φp+1−g
p+1
D ‖

22: φp+1 ← φp

23: end if
24: else

. Not converged, increase penalty
and tighten tolerance

25: µ← mµ
26: ω ← max{ω/m,ω∗}
27: end if
28: end while
29: end for
30: end function



used the sacct command of the SLURM Workload
Manager. Note that only in case of exclusive job allo-
cation, this value reflects the real energy consumption.

The mesh visualization has been performed using Par-
aview 5.5.2 [56] in parallel in the MareNostrum4 super-
computer. We have used the high-order mesh visual-
ization implementation of Paraview that subdivides
each element in a given number of sub-elements. Note
that the mesh partition to perform the visualization
does not need to coincide with the mesh partition to
perform the optimization. In general, for visualization
purposes, less cores are needed since no global matri-
ces are assembled and no linear systems are solved.

We compute the elemental quality relative to the ini-
tial mesh as [23]

qeP =
1

ηeP
, where ηeP =


∫
eI

(Mφ)2 dΩ∫
eI

1 dΩ


1/2

.

The relative element quality takes values in the inter-
val [0, 1]. An ideal element has quality equal to one,
and an inverted or tangled element has a quality of
zero. In all the examples, we color the elements ac-
cording to 1 − qeP in logarithmic scale to check how
close is the element quality to one. Thus, lower values
denote higher quality elements.

In the examples, we compare the two pre-conditioners
presented in Section 3.4. To faithfully compare both
pre-conditioners, we solve the linear systems with a
relative tolerance of 10−9. Thus, in all the cases, the
evolution of the non-linear solver is not affected by the
selection of the pre-conditioner, since the solution of
the linear systems is numerically equal when different
pre-conditioners are used.

In the examples we compare the two pre-conditioners
presented in Section 3.4. To faithfully compare both
pre-conditioners, we solve the linear systems with a
relative tolerance of 10−9. Thus, in all the cases, the
evolution of the non-linear solver is not affected by
the selection of the pre-conditioner, since the solu-
tion of the linear systems is numerically equal when
different pre-conditioners are used. Although using
both pre-conditioners the optimal meshes are numer-
ically equivalent, the figures show the optimal high-
order meshes optimized using the additive Schwarz
pre-conditioner.

4.1 Weak Scaling: Isotropic Elements

In this example, we perform a weak scaling analysis
on the number of elements. We generate five isotropic
meshes increasing the number of elements and the used
cores in such a way that the number of elements per

core remains constant. The domain is a sphere of ra-
dius four with a spherical hole in the center of radius
one. The element sizes are chosen such that there are
around 1500 elements per cores, and we have used 480,
960, 1440, 1920 and 2400 cores. This leads to meshes
that are composed of 0.72 · 106, 1.44 · 106, 2.16 · 106,
2.88 · 106 and 3.60 · 106 elements of polynomial degree
four. Figures 1a to 1e show the five curved high-order
meshes generated for this example.

Figure 2 show the evolution of the constraint norm
during the iterations of the non-linear optimization for
the five meshes. At each non-linear iteration, we op-
timize the functional in Equation (4) and, if needed,
the penalty parameter is increased in order to enforce
the boundary condition. Dark blue circles denote the
initial iteration of each polynomial degree in the p-
continuation technique. The evolution of the con-
straint norm in all cases follows a similar pattern, even
though the boundary mesh is not the same. Thus, we
show that the proposed formulation presents a mesh
independent behavior at the non-linear level. Specif-
ically, the number of iterations to perform the whole
optimization process is the same in all the cases and
moreover, the number of non-linear iterations at each
polynomial degree is also the same. During the first
iterations of the quadratic mesh, the constraint norm
decreases slowly. Nevertheless, from iteration three
onwards, the constraint norm decreases geometrically
with the non-linear iterations. When the constraint
norm is of the same order as the constraint norm of
the next polynomial degree, the early-termination cri-
terion is activated. Thus, the norm of the boundary
condition is similar to the norm of the boundary condi-
tion of the next polynomial degree. Then, we compute
the new penalty parameter for the next polynomial de-
gree. Note that the constraint norm also decreases ge-
ometrically with the non-linear iterations. Therefore,
this shows that we have correctly selected the value of
the penalty parameter.

In Figure 3 we present the time to solve all the linear
problems, the total number of linear solver iterations,
the energy consumption, and the energy consumption
per core for the two pre-conditioners. We use the red,
green and blue colors to denote the quantities of in-
terest for the meshes of polynomial degree two, three
and four of the p-continuation technique. Using both
pre-conditioners, the time to curve the finer meshes is
larger than the time to curve the coarser meshes, even
when the number of elements per core is the same.
The number of linear iterations to curve the quadratic
mesh is significantly higher than the rest of the curv-
ing process, while the time spent on curving the initial
polynomial degrees is significantly lower than the rest
of the curving process.

While in the case of the additive Schwarz pre-
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Figure 1: Optimized meshes of polynomial degree four using the proposed mesh curving solver, approximately
composed of: (a) 0.72 · 106 elements on 480 cores; (b) 1.44 · 106 elements on 960 cores; (c) 2.16 · 106 elements on 1440
cores; (d) 2.88 · 106 elements on 1920 cores; and (e) 3.60 · 106 elements on 2400 cores.

conditioner the number of iterations of the linear
solver increases, this is not the case when using the

multi-grid pre-conditioner. However, the cost of each
iteration is higher when using the multi-grid pre-
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Figure 2: Evolution of the norm of the constraint through the optimization process for the mesh optimized with
boundary layer stretching of: (a) 480 cores; (b) 960 cores; (c) 1440 cores; (d) 1920 cores; and (e) 2400 cores.
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Figure 3: In rows, different pre-conditioners: (a), (b) (c) and (d) additive Schwarz; (e), (f), (g) and (h) multi-grid.
In columns, in terms of the number of cores: (a) and (d) linear solver time; (b) and (e) linear solver iterations; (c)
and (f) total energy consumption; and (d) and (h) energy consumption per core.



conditioner, and so is the total time of solving the
linear systems. The main reason is that the multi-
grid pre-conditioner uses more memory per core as
the mesh becomes finer. Thus, using the multi-grid
pre-conditioner we were not able to curve the last two
meshes because of the high amount of used memory.
Specifically, when curving the mesh with 1920 cores,
we only obtained the cubic mesh, and when curving
the mesh using 2400 cores, we reached the quadratic
mesh.

Using both pre-conditioners, the total amount of con-
sumed energy increases as the number of cores in-
crease. This is expected because when curving finer
meshes we are using more cores during more time. In
addition, the memory consumption per core increases
as the number of elements in the meshes increases.
That is, when curving finer meshes, each core con-
sumes more energy than when curving coarser meshes.
Since multi-grid uses more computational resources
than the additive Schwarz pre-conditioner, the multi-
grid pre-conditioner leads to higher energy demands
than the additive Schwarz pre-conditioner.

4.2 Weak Scaling: Boundary Layer
Stretching

In this example, we perform a weak scaling analysis
in terms of the stretching of the boundary layer and
the number of elements. The domain is a sphere of ra-
dius four with a spherical hole in the center of radius
one. We generate five meshes increasing the stretching
and the number of layers of a boundary layer gener-
ated around the inner sphere. In all the meshes, the
boundary mesh is the same. The growth factor of all
the boundary layers is 100.1 ' 1.259, that ensures that
every ten layers, the width of the layer is multiplied by
ten. The maximum stretching of each mesh is 1 : 101,
1 : 102, 1 : 103, 1 : 104, 1 : 105. The number of lay-
ers in the boundary layer has been chosen to obtain
roughly 1500 elements per processor, and we have used
96, 192, 288, 384 and 480 cores. Specifically, the num-
ber of layers of each mesh is 10, 23, 37, 47 and 57.
This leads to meshes that are composed of 135 · 103,
291 ·103, 460 ·103, 581 ·103 and 702 ·103 elements. Fig-
ures 4a to 4e show the five curved high-order meshes
of this example.

Figure 5 show the evolution of the constraint norm
over the non-linear iterations for the five cases. In this
example, the boundary mesh is the same for all the
cases and therefore, the evolution for the five meshes
is practically the same. That is, the proposed solver
exhibits mesh independence at the non-linear level.
Moreover, in this example, the constraint norm de-
creases geometrically with the non-linear iterations.
This is especially important during the first iterations
of each polynomial degree in the p-continuation tech-

nique. The main reason is that we compute a correct
value of the penalty parameter. Thus, the non-linear
solver can perform the continuation of the solution
when increasing the polynomial degree.

Figure 6 shows the time to solve the linear problems,
the total number of linear solver iterations, the energy
consumption, and the energy consumption per core for
the two pre-conditioners. In both cases, the time to
solve the linear systems becomes larger as the bound-
ary layer stretching increases. The problem becomes
more difficult to solve because the high-stretched ele-
ments increase the condition number of the linear sys-
tems. That is, the number of linear solver iterations in-
creases with the boundary layer stretching. Similarly
as in the previous example, the mesh curving process
spends most of the linear solve iterations in the curv-
ing of the quadratic and cubic meshes. Nevertheless,
when using the additive Schwarz pre-conditioner, the
curving of the quadratic and cubic meshes is a small
fraction of the total time. While the multi-grid pre-
conditioner uses fewer linear solver iterations than the
additive Schwarz one, the time to solve the linear sys-
tems is one order of magnitude lower when using the
additive Schwarz pre-conditioner.

As we increase the stretching of the boundary layer,
the energy consumption increases with both pre-
conditioners. Nevertheless, the energy consumption
when curving the meshes using the multi-grid pre-
conditioner is roughly twenty times larger than when
using the additive Schwarz one. Moreover, the energy
consumption per core also increases when we increase
the element stretching. The main reason is that the
cores are computing during more time because the lin-
ear solver needs more iterations to converge. In this
example, as expected, we show with numerical evi-
dence that the problem of high-order mesh curving
becomes more difficult as the elements become more
stretched.

4.3 p-continuation Influence: Complex
Geometry with Boundary Layer

We apply the proposed mesh curving solver to curve
a large-scale mesh generated for a falcon aircraft, and
we show the advantages of the proposed p-continuation
technique. The initial linear mesh contains 3.91 · 106

elements, and a boundary layer around the aircraft
with a maximum stretching of 1 : 400. We perform
the high-order mesh curving process with and without
using the proposed p-continuation technique. Specif-
ically, we apply the proposed solver to curve a mesh
of polynomial degree four that contains 42 · 106 nodes
using 2400 cores. Figure 9 shows the decomposition
that we have used to perform the parallel mesh curv-
ing optimization process. We obtain the same solution
whether we apply the proposed p-continuation tech-



(a) (b)

(c) (d)

(e)

10-8 10-7 10-6 10-5 10-4 10-3 10-2 10-1 100

1− q

Figure 4: Optimized meshes using the proposed mesh curving solver with boundary layer stretching of: (a) 1 : 1 ·101;
(b) 1 : 1 · 102; (c) 1 : 1 · 103; (d) 1 : 1 · 104; and (e) 1 : 1 · 105.

nique or not. Figure 7 shows two global views of the
curved high-order mesh, while Figures 8a and 8b show
detailed views of the mesh at the nose and at the wing-

fuselage structure. Note that just the first layers close
to the aircraft are curved and that the majority of the
mesh contains straight-edged elements.
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Figure 5: Evolution of the norm of the constraint through the optimization process for the mesh optimized with
boundary layer stretching of: (a) 1 : 101; (b) 1 : 102; (c) 1 : 103; (d) 1 : 104; and (e) 1 : 105.
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Figure 6: In rows, different pre-conditioners: (a), (b) (c) and (d) additive Schwarz; (e), (f), (g) and (h) multi-grid.
In columns, (a) and (d) linear solver time; (b) and (e) linear solver iterations; (c) and (f) total energy consumption;
and (d) and (h) energy consumption per core.
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Figure 7: Optimized mesh of polynomial degree four of a falcon aircraft using the proposed mesh curving solver:
(a) slice along the x axis; and (b) slice along the y axis.

Figures 10a and 10b show the evolution of the con-
straint norm through the non-linear iterations of the
penalty method with and without using the proposed
p-continuation technique, respectively. The dark blue
circles denote the initial iteration of each polynomial
degree. When using the p-continuation technique, the
whole process takes nine iterations to converge, while
the case of directly optimizing the mesh of polyno-

mial degree four takes 7 iterations. In both cases, in
the last iterations of each polynomial degree, the con-
straint norm decreases geometrically with the number
of iterations. Note that when using the p-continuation
technique the estimation of the penalty parameter en-
sures that in the first iterations of each polynomial
degree the constraint norm also decreases geometri-
cally.



(a) (b)

10-8 10-7 10-6 10-5 10-4 10-3 10-2 10-1 100

1− q

Figure 8: Detailed view of the optimized mesh of polynomial degree four of a falcon aircraft using the proposed
mesh curving solver: (a) at nose; and (b) at the wing-fuselage.

Figure 9: Parallel decomposition of the high-order
mesh for a Falcon aircraft, where each color denotes a
different processor.

Figure 11 shows the total time to solve the linear
problems, the number of linear solver iterations, and
the energy consumption for both cases. Note that
the p-continuation technique reduces the time to solve
the linear systems fourfold. The main reason is that
we reduce in half the number of linear solver itera-
tions and that only a fraction of the linear iterations
are performed in the mesh of polynomial degree four.
Since meshes of lower polynomial degree lead less un-
knowns and to matrices with fewer non-zero entries,
each iteration of the linear solver is performed faster.
For this reason, we have reduced the computational
time and memory requirements with the proposed p-

continuation technique and therefore, the energy con-
sumption is reduced five times.

Table 1 presents the time breakdown of the opti-
mization process with and without the proposed p-
continuation technique. In both cases, the time to
solve linear systems is the major contribution of the
total time. The assembly time is lower when using the
p-continuation technique because the elemental ma-
trices are smaller. The rest of the time contains the
mesh reading and writing, the nodal projection, and
the control flow of the algorithm. In both cases, this
time is similar. Thus, the main advantage of the pro-
posed p-continuation technique is that we reduce the
time to construct the linear systems and to solve them.

5. CONCLUDING REMARKS

5.1 Summary

We have presented a mesh curving solver to generate
curved high-order meshes. Specifically, we have ex-
tended our high-order meshing solver to take advan-
tage of a distributed parallel environment. The pro-
posed formulation shows mesh independence at the
non-linear level. Nevertheless, the obtained linear
systems do not show this behavior. As the number
of elements increase and the elements become more
stretched, the linear systems are harder to solve be-
cause the condition number of the matrices increases.
It is especially important to highlight the difficulty
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Figure 10: Evolution of the norm of the constraint through the high-order mesh curving process of a falcon aircraft.
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Figure 11: Curved high-order mesh generation for a falcon aircraft: (a) linear solver time; (b) linear solver iterations;
and (c) energy consumption

Table 1: Time breakdown in seconds for the meshes generated of the Falcon aircraft

Case Total time (s) Assembly time (s) Linear solver time (s) other time (s)

p0 = 2 1296 289.5 975.2 31.19
p0 = 4 4921 355.7 4531 34.48

increase when the elements become more stretched.
Thus, the main difficulty of the mesh curving process
is solving the linear systems, especially when stretched
elements appear in the mesh.

In this work, we have analyzed two pre-conditioners
in order to compare their performance in terms of the
number of linear solver iterations, the time to solve
the linear systems, and the energy consumption of the
mesh curving process. The first pre-conditioner is an
additive Schwarz method with one level of overlap in
which the local problem is approximated using two
iterations of a symmetric successive over-relaxation
method. The second pre-conditioner is an algebraic
multi-grid pre-conditioner in which the coarsest prob-
lem is solved using an LU decomposition. The PETSc

implementation of the algebraic multi-grid method au-
tomatically computes the optimal number of levels to
solve the linear problem.

The additive Schwarz pre-conditioner leads to a higher
number of linear iterations than the algebraic multi-
grid. Nevertheless, each iteration of the algebraic
multi-grid pre-conditioner takes more time than one
iteration of the additive Schwarz one. Thus, the total
time to solve the linear systems is lower when using the
additive Schwarz pre-conditioner. Moreover, the alge-
braic multi-grid technique has to store the different
coarsening levels and therefore it uses more memory
than the additive Schwarz. Specifically, as the mesh
becomes finer and the number of cores increases, the
required memory per core increases. Moreover, even



when keeping the same number of elements per core,
the memory requirements make the algebraic multi-
grid method not usable for meshes with a high number
of elements. Therefore, since the algebraic multi-grid
method requires more memory and takes more time
than the additive Schwarz method, the energy con-
sumption is higher. Specifically, the economic cost of
generating a curved high-order mesh is lower when us-
ing the additive Schwarz pre-conditioner.

We have proposed a p-continuation technique to re-
duce the computational resources of the mesh curving
solver while increasing its robustness. The main idea is
to use the solution of a polynomial degree as a start-
ing position for the next polynomial degree. There-
fore, the p-continuation technique can be interpreted
as a methodology to compute an initial position of the
mesh for the last polynomial degree. Since the initial
position of the nodes for the last polynomial degree are
close to the optimal position, the computational time
to optimize the mesh is reduced and the robustness of
the optimization process is increased.

We have devised two key ideas to define the p-
continuation technique. The first one is an early-
termination criterion to finalize the mesh curving of
the initial polynomial degrees. Therefore, we solve less
linear problems and we improve the computational ef-
ficiency. The second idea is to compute an estimation
of the penalty parameter for the initial iteration of
each polynomial degree. In our experience, the selec-
tion of the penalty parameter is crucial for the effi-
ciency and convergence of the mesh curving process.
On the one hand, if the penalty parameter is too low,
the boundary condition is not enforced enough, and
the mesh curving process needs additional iterations of
the penalty method. On the other hand, if the penalty
parameter is too high, the condition number of the lin-
ear systems increase and therefore, the linear systems
become harder to solve. Thus, the mesh curving pro-
cess may not finalize because the linear problem could
not be solved.

We have shown that the p-continuation technique does
not spend much time curving the initial polynomial de-
grees, although most of the iterations are performed
in the initial polynomial degrees. Therefore, we accel-
erate the mesh curving solver because the linear solver
iterations of lower polynomial degree are faster since
the number of unknowns and the number of non-null
entries in the matrix are lower. Moreover, in the pre-
sented examples, we have shown that the number of
linear solver iterations is also reduced. Therefore, the
necessary energy to generate a curved high-order mesh
is reduced because we are using the computational re-
sources during less time, and the process is less mem-
ory intensive.

5.2 Discussion

In our solver, we have tested additional pre-
conditioners. For instance, when using an additive
Schwarz pre-conditioner without overlap levels, the
linear systems do not converge. The main reason is
that it takes more linear solver iterations to transfer
the information of one processor to the others. This is
solved by increasing the overlap levels of the additive
Schwarz method. Additionally, the local problem can
be approximated using an incomplete LU factorization
without fill-in levels, ILU(0). In this case, the linear
solver does not converge because the local problem is
not well approximated. Although we can increase the
fill-in levels, this would lead to higher memory require-
ments. Finally, to reduce the memory requirements of
the algebraic multi-grid it is possible to limit the num-
ber of coarsening levels to reduce the memory require-
ments. Nevertheless, since the coarsest level solver is a
direct decomposition solver, its memory requirements
increase. Therefore it is needed to find a balance be-
tween the number of coarsening levels and the memory
requirements of the coarsest level solver.

In this work, we are performing a full optimization
process of the whole mesh. Although this approach
may seem expensive, we ensure that the final curved
high-order mesh is optimal in all the elements. This
is an important point because non-optimized elements
may introduce spurious oscillations in the solution of a
simulation process. Nevertheless, there are implemen-
tations that only optimize the worst quality elements.
Specifically, they optimize the elements with quality
lower than a given threshold, and some additional ele-
ments around to increase the feasible locations of the
high-order nodes. Therefore, these methods require
to select the threshold value in such a manner that
the optimized mesh is good enough for the simula-
tion, and how many elements to additionally optimize
in order to obtain a feasible solution. By optimizing
the whole mesh, we ensure the optimality of all the
elements without additional parameters.

The optimization of the whole mesh is especially im-
portant in cases with a highly-stretched boundary
layer. In these cases, it is of major importance to ob-
tain optimal elements in the boundary layer and there-
fore the whole boundary layer should be optimized.
Since the number of elements in the boundary layer
can be a significant fraction of the total elements, it is
not clear the reduction in computational resources of
optimizing only a fraction of the elements.

Although the existent literature comparing local and
global mesh optimization does not deal with piece-
wise polynomial curved meshes and highly stretched
elements, it suggests that for mesh curving a specific-
purpose global optimization method might be pre-
ferred. That is, existent literature in local and global



optimization methods for linear meshes shares a com-
mon conclusion, when highly optimized and accurate
meshes are required, especially in isotropic meshes fea-
turing high gradations of the element size, a specific-
purpose global feasible Newton method outperforms
local optimization methods. This setting also corre-
sponds to the general mesh curving problem where
we need to exploit the quadratic convergence of New-
ton’s method since we want high-precision to both ap-
proximate the curved geometries and deal with highly
stretched elements. Furthermore, we want to apply
our mesh curving method to meshes featuring smaller
size close the objects immersed in the fluid stream and
bigger size in the far-field, and thus, we need to deal
with high gradations of the element size. Nevertheless,
in the near future, it could be interesting to compare
our global parallel method featuring global quadratic
convergence rate with a local parallel method featur-
ing local quadratic convergence rate.

Note that we have only studied weak scaling results,
but not strong scaling results, since we are interested
in proposing a global method to generate large curved
meshes in parallel. In our formulation, we need to
store the Hessian pre-conditioner in a distributed fash-
ion, and thus, these memory requirements determine
the number of computing nodes. This need is so since
each computing node has a fixed amount of main mem-
ory to deal with a maximum number of non-zero en-
tries of the Hessian matrix, determined by the polyno-
mial degree and the number of elements per processor.
We prefer to use all the memory available in each com-
puting node and thus, use a small number of processors
for coarse meshes and a larger number of processors
for fine meshes. This setting demands a weak scaling
study, where instead of fixing the problem size and us-
ing more computing resources, we increase both the
problem size, number of elements to curve, and the
number of processors.

The process of generating a curved high-order mesh
given a CAD model is decomposed in three stages.
The first stage is the geometry healing and defeatur-
ing of a given CAD model. The second stage is the
generation of an initial linear mesh with elements of
the desired shape and size. Finally, the third stage is
the actual high-order mesh curving by optimizing the
mesh distortion. In our particular case, we spend most
of the time in the first two stages. Specifically, the first
two stages require the work of trained personnel and
specialized software.

Usually, if the initial linear mesh is good enough, the
optimization process is performed without incident. In
our experience, the high-order mesh needs enough res-
olution to represent the underlying CAD geometry. In
addition, to avoid invalid elements, there should not
be any elements with all the nodes on a smooth sur-

face. Such elements have two high-order triangles that
approximate the surface. Since the surface is smooth,
this would lead to null Jacobians in the common edge.

5.3 Conclusion

The proposed p-continuation approach reduces four
times (eight times) the total time (energy) used to
curve a whole boundary layer mesh using 2400 cores.
The p-continuation accelerates a Newton-GMRES
penalty solver equipped with the chosen parallel pre-
conditioner, a restricted additive Schwarz domain de-
composition with one level of overlap and local prob-
lems approximated with two iterations of symmetric
successive over-relaxation.
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